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How to build generalist 
multimodal models?

● Hypothesis 1: scaling 
parameters, data and compute

● Hypothesis 2: efficient adaptation 
of large unimodal-pretrained 
models

Proposed approach:
● Model: 

○ Language Model: OPT (2.7B)
○ Unimodal Encoders: ViT-Base (ImageNet), TimeSformer-B 

(kinetics), AST-B (audioset)
○ Adaptation parameters:

■ Cross-Modal Connection: linear projection of the 
encoders’ last layers visual/audio [CLS] tokens injected 
in the OPT’s last layers

■ Soft Prompt: 10 learnable tokens prepended to the text 
input

● Data: target dataset (e.g. COCO, VQAv2, AudioCaps, 
MSR-VTT)

● Training: training only adaptation parameters for few epochs

● Image-Text tasks:

● Video-Text tasks:

● Image/Video/Audio-text  
tasks:

Summary of the work: efficient 
adaptation (linear projection) of frozen, 
pretrained, unimodal models (OPT and 
ViT)  to solve multimodal tasks (VQA, 
Captioning) across image, video and 
audio modalities
● Trainable parameters < 0.06%
● No multimodal pretraining 

● Consistently better than other baselines that  prepend visual 
tokens to the input layer and use adapters or prompt tuning

● More data-efficient

● Better zero-shot 
generalzation on VideoQA 
(and Image VQA)

● Comparison with 
SoTA that trained with 
large number of 
parameters and most 
often with large-scale 
pretraining

Main results Data Efficiency

https://github.com/mshukor/eP-ALM

Code

https://github.com/mshukor/eP-ALM

