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Introduction Dynamic Prompt Learning via Policy Gradient (PromptPG)

Tabular Math Word Problem (TabMWP) Dataset

Experimental Results on TabMWP

Case Study

▷ In-context example (ID: 13974)
Table: 
heart-shaped beads | $3/kilogram
rectangular beads | $2/kilogram
spherical beads | $2/kilogram
oval beads | $2/kilogram
Question: Rebecca bought 2.5 kilograms of oval beads. How much did she spend? (Unit: $) 
Answer: 
(Step 1) Find the cost of the oval beads. Multiply the price per kilogram by the number of kilograms. 
(Step 2) $2 × 2.5 = $5 
(Step 3) She spent $5. The answer is 5.

▷ Test example (ID: 17417) 
Table: 
[TITLE]: Birthday party
Activity | Parents | Children
Singing | 14 | 20
Eating cake | 5 | 10
Jumping rope | 16 | 20
Swimming | 16 | 19
Playing tag | 4 | 9
Question: At Josie’s birthday party, children and parents celebrated by participating in some activities. 
How many more children than parents are playing tag? (Unit: children) 
Answer:
(Step 1) To find the difference between the number of children and parents playing tag, subtract the 
number of parents from the number of children. 
(Step 2) 9 - 4 = 5 
(Step 3) There are 5 more children than parents playing tag. The answer is 5.

Our PromptPG tends to select examples that have multiple reasoning steps and similar 
abilities in mathematical reasoning, which results in higher prediction accuracy.

▷ In-context example (ID: 18129)
Table:
[TITLE]: Children’s weights (lbs)
Stem | Leaf
1 | 7
2 | 4
3 |
4 |
5 | 2, 2, 8
6 | 6
7 | 1, 3
8 | 7, 8
9 | 0
Question: Dr. Thornton, a pediatrician, weighed all the children who recently visited her office. How many
children weighed exactly 52 pounds? (Unit: children)
Answer: 
(Step 1) For the number 52, the stem is 5, and the leaf is 2. Find the row where the stem is 5. In that row
count all the leaves equal to 2.
(Step 2) You counted 2 leaves, which are blue in the stem-and-leaf plot above.
(Step 3) He will spend $6.80. The answer is 6.80. 

▷ Test example (ID: 17417) 
Table: 
[TITLE]: Birthday party 
Activity | Parents | Children
Singing | 14 | 20
Eating cake | 5 | 10 
Jumping rope | 16 | 20
Swimming | 16 | 19
Playing tag | 4 | 9
Question: At Josie’s birthday party, children and parents celebrated by participating in some activities. 
How many more children than parents are playing tag? (Unit: children) 
Answer:
(Step 1) For the activity “Playing tag”, the stem is 4, and the leaf is 9. Find the row where the stem is 4. 
In that row, count all the leaves equal to 9. 
(Step 2) You counted 9 leaves, which are blue in the stem-and-leaf plot above. 9 children are playing 
tag. The answer is 9. 

Nearest neighbor search selects the “superficially” similar examples to the test example.

• We propose TabMWP, the first dataset for math word problems with tabular context
• We propose PromptPG, the first work that applies reinforcement learning to select in-

context examples for the few-shot GPT-3 model

• It contains 38,431 open-domain grade-level problems 
that require mathematical reasoning on both textual 
and tabular data

• Each question in TabMWP is aligned with a tabular 
context, which is presented as an image, semi-
structured text, and a structured table

• There are two types of questions: free-text and multi-
choice

• Each problem is annotated with gold solutions to 
reveal the multi-step reasoning process

2 Tasks 38,431 Problems35,442 Solutions 37,644 Tables 12.9/54 Avg/Max cells

• Provided with a few in-context examples, GPT-3 can generate the answer for a test example 
• This type of few-shot learning can be highly unstable across different selections of in-context examples
• It could be worse on TabMWP since problems are distributed across diverse question types and table layouts
• Our proposed PromptPG can learn to select in-context examples from candidates via policy gradient
• An agent learns to find optimal in-context examples from a candidate pool, with the goal of maximizing the 

prediction rewards on given training examples when interacting with the GPT-3 environment

Using 160 training examples performs 
the best given 20 candidate examples.

Using 20 candidate examples performs 
the best given 160 training examples.

Our PromptPG improve the accuracy 
with largely reduced randomness.

https://promptpg.github.io


