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Motivation VQA Prompting Techniques Experiments
< Visual question answering (VQA) 1is a challenging task Standard VQA (BLIP2 OPT) Caption VQA (BLIP2 OPT)
that requires comprehension and reasoning with visual Y -
information. _ 0 - E}iﬁl’lf’{'&ima 40 - = i
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which prompting techniques are effective for this Question: Who is helping the girl? S & & ey & & F S
recent paradigm of zero- and few-shot VQA. Short Answexr: Her mother ﬁ'Dt t & F
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Vit (Oo-0o0] ter mother | Who 1s helping the girl? Her mother Q&A template matters Caption VQA significantly boost VQA
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O0--00 ] [ — J tlhe'kitchclan.l [helpingthelgirl?] Step 1. Caption Generation Chain-of-thought VQA Winoground-QA o
"""""""""""""""""""""""""" prompts text prompts Prompt (a-photo-of): “A photo of” OKVQA AOKVQA 10 - W= Caption VQA
Caption: A photo of a girl holding a tray of food in the kitchen. =
LLM-only prompting Prompt (q-guided-cap): “Please describe the image according to answer 0 40 - 1 .
the following question Who is helping the girl?” \ _
o ° ° Caption: A photo of a girl baking in the kitchen with her mother. $ 30- s 6-
Investigating VQA Prompting: Four factors .
Step 2. Question Answering © < 4
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: : . : Context: A photo of a girl baking in the kitchen with her mother? O 20~
1. Chqlce of question tgmplgte. Explore different templates to Question: Who is helping the girl? < .
gu1de answer generation 1in VQA. Short Answer: Her mother. 10 - oo
2. Incorporating text-only few-shot examples: Improve model's \ \ ey TS o
VQA task understanding using text-only Q&A examples. Chain-of-thought VQA Vemm | or mnies - seE | oF | saies Model Name
3. Incorporating image captions as visual cues: Use image l?leﬂsi answiﬁ the Igllowing question by reasoning step by step. Q: Who Rationalization hurts VQA accuracy Winoground-QA is a challenging VQA
. . . is helping the girl:
captlons to augment comprehensmn of visual data. A: The girl's mother might be helping the girl. The girl is in the task
. . . kitchen with her mother. The is holding a tray of food. The
4. Incorporating chain-of-thought reasoning: Apply tray is full of cookies. Therefore, the final answer is a mother.

chain-of-thought reasoning for step-by-step rationale for
VQA answers.

Conclusion

Few-shot examples Her muother : : C s :
) e Text-only prompting strategies significantly improve VQA accuracy
{ o for BLIP2 models.
: T S T I T K e Our proposed Caption VQA shows significant performance boost.
Up s | oM resses Question Answer pairs Who is helping the girl? e We introduce Winoground-QA, d challenging VQA task.
Outside Knowledge Compositional Reasoning {Q1 A1},{Q2,A2} Question e Chain-of-thought rationalization negatively affects accuracy.
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