
● Intra-Modal Contrastive 
(IMC) loss

● Cross-Modal Rank 
(CMR) loss with 
adaptive threshold
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● Task: fine-grained understanding
(relation, attribution, object existence)

● Limitation of current models
○ High intra-modal similarity between positive 

and hard negative captions
○ Small gap between true and hard negative 

image-text cross-modal similarity

● Examples

Method
Experiments

Conclusion
● Hard-negatives can largely improve fine-grained understanding of 

VLMs
● Teaching  models to contrast  intra-modal hard negatives improve 

cross-modal fine-grained understanding
● Cross-modal rank encourage model to better distinguish between 

positive and hard negative image-text pairs, adaptive threshold 
entails curriculum learning


