
Algorithm Steps:
● Align - Train the projection head using 
● Distill - Train the student backbone using 
● Predict - Inference using VLM’s zero-shot classifier

Training loss:

●       - Projection head features of student    for sample
●       - Text embedding of VLM for ground truth label
●       - Image embedding for sample     of VLM teacher

(a) VL2V-SD -  The white-box setting, where the ViT-B/16 
student is initialized with the image-encoder of CLIP, and 
distilled from the ViT-B/16 CLIP model. (S): SWAD [2]

(b) VL2V-ADiP - The black-box setting, where the client has 
only input-output access to CLIP. The ViT-B/16 student is 
initialized with ImageNet pre-trained model, and distilled from 
CLIP ViT-B/16. (S) : SWAD [2]

(c) VL2V-ADiP (lower capacity student models) - Teacher is 
ViT-B/16 CLIP model, and student has ImageNet initialization.
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● We investigate the robustness of image and text 
embeddings of a Vision Language Model (VLM), and 
highlight the importance of text embeddings for better 
OOD generalization.

● We propose the following white-box and black-box 
distillation methods to improve OOD generalization of 
vision classification models using VLMs: 

○ VL2V-SD (Vision-Language to Vision - Self 
Distillation), a white-box Self-Distillation 
approach that imparts the generalization of text 
embeddings to the image encoder.

○ VL2V-ADiP (Vision-Language to Vision - Align, 
Distill, Predict), a black-box distillation approach 
that combines the features of a pre-trained vision 
model with the text and vision encoders of the 
VLM teacher for better OOD generalization.

● We demonstrate SOTA results on DomainBed in both 
black-box and white-box settings of the VLM.

1. Contributions

● General purpose open-sourced models cannot be 
used in specialized applications like healthcare, which 
need application-specific data with expert annotation.

● Security-critical applications demand the use of clean 
training data that is free from data-poisoning attacks 
and biases, while maintaining data privacy.

● This motivates the need for training highly specialized 
VLMs, which can be expensive in terms of data 
collection, annotation and curation, in addition to the 
training costs. Thus, the trained VLM is valuable IP.

● This motivates a vendor-client setting, where vendor 
trains a model and grants only black-box access to 
the client on a pay-per-query basis. The client 
minimizes inference costs by using a distilled model.

2. Motivation for a black-box setting

● [E1, E2]: Text embeddings can be used effectively for zero-shot classification since the text encoder learns a generalized 
representation for a concept, that is consistent across various distributions.

● [E3 - E6]: The image encoder of CLIP learns unique representations for variations in pose, color and background, and thus 
does not yield generalized representations that are common across both source and target domains.

3. Nearest Neighbor evaluation using Image and Text embeddings 

4. Proposed Approach : VL2V-ADiP (Align, Distill, Predict) 5. Results on DomainBed

7. Ablation study on VL2V-ADiP

6. Comparison of OOD accuracy in extreme cases (VL2V-ADiP)
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Comparison of OOD accuracy in three extreme cases: (a) CLIP image encoder is much better than the ImageNet pretrained model, 
(b) CLIP Zero-shot accuracy is poor, (c) ImageNet pretrained model is much better than CLIP image encoder. VL2V-ADiP (Ours) is 
better than baselines in (a) and (b), and is comparable to baselines in (c) where the base model is better than the VLM teacher.
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