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Question: Which month is the wettest 
on average in Christchurch?
Context: Use the graph to answer the 
question below. A series of photographs 
showing a variety of colorful objects.
Options: (A) April (B) December (C) May
Answer: The answer is B. BECAUSE: The graph shows the 
average monthly rainfall in Christchurch from 1971 to 
2000.\nThe wettest month on average is December, with an 
average rainfall of 154.8 mm.\nThe second wettest month is 
May, with an average rainfall of 153.1 mm.\nThe third wettest 
month is April, with an average rainfall of 151.4 mm.

Question: What do these two changes have in common?\n
bleaching clothes\n
a piece of apple turning brown\n
Options: (A) Both are only physical changes. (B) Both are caused by cooling. (C) Both are chemical changes. (D) Both are caused by heating.\n
Answer: The answer is C. BECAUSE: A physical change is a change to a substance that does not change what the substance is. A physical change
only changes the substance’s physical properties, such as its size, shape, or color.\nA chemical change is a change to a substance that changes what 
the substance is. A chemical change changes the substance’s chemical properties, such as its chemical structure.\nThe changes that you listed are 
both chemical changes.\nWhen you bleach clothes, the chemical structure of the fabric changes. This change makes the fabric less likely to hold 
color.\n When a piece of fruit turns brown, the chemical structure of the fruit changes. This change makes the fruit taste different.
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Statistic Number

Total questions 21,208

Questions with text context 10,220 (48.2%)
Questions with image context 10,332 (48.7%)

* Image of natural format ⇡2,960 (14.0%)
* Image of diagram format ⇡7,372 (34.8%)

Questions with both contexts 6,532 (30.8%)
Questions without any context 7,188 (33.9%)
Questions with a lecture 17,798 (83.9%)
Questions with a explanation 19,202 (90.5%)

Different questions 9,122
Different lectures 261

Topic classes 26
Category classes 127
Skill classes 379

Average question length 12.11
Average choice length 4.40
Average lecture length 125.06
Average explanation length 47.66

Table 1: Main statistics in SCIENCEQA. Figure 2: Question distribution in SCIENCEQA.

3.1 Data Analysis

Key statistics. We randomly split the dataset into training, validation, and test splits with a ratio of
60:20:20. Each split has 12,726, 4,241, and 4,241 examples, respectively. Table 1 shows the main
statistics of SCIENCEQA. SCIENCEQA has a large set of different questions, totaling up to 9,122.
Out of the 21,208 questions in SCIENCEQA, 10,332 (48.7%) have an image context, 10,220 (48.2%)
have a text context, and 6,532 (30.8%) have both. 83.9% of the questions are annotated with a lecture,
while 91.3% of the questions feature an explanation. The cross-combination of these information
sources diversifies the problem scenario: sometimes the model is given a lot of information from
multiple sources, while at other times, the only source of information is the question itself. This level
of complexity is very common in grade-level science exams.

(a) Question length distribution of related datasets. SCI-
ENCEQA is distributed more evenly in terms of the num-
ber of question words than other datasets.

(b) Question distribution with different con-
text formats. 66.11% of the questions in SCI-
ENCEQA have either an image or text con-
text, while 30.80% have both.

Figure 3: Question length distribution (a) and context distribution in SCIENCEQA (b).

Question analysis. SCIENCEQA has a diverse set of science questions. Figure 2 shows a distribution
of the first four words in the question text. A large number of question lengths and formats highlight
the diversity of SCIENCEQA. The question lengths range from 3 words to 141 words, and the
questions in SCIENCEQA have an average length of 12.11 words. The question length distribution
is visualized against other VQA datasets in Figure 3 (a). As shown in the diagram, SCIENCEQA’s
distribution is flatter than other datasets, spanning more evenly across different question lengths.

Context analysis. Figure 3 (b) shows the number and percentage of questions with either an image
context, a text context, or both. There are a total of 7,803 unique image contexts and 4,651 unique text

4

%LRORJ\
*HQHV�WR�WUDLWV
&ODVVLILFDWLRQ
$GDSWDWLRQV
7UDLWV�DQG�KHUHGLW\
(FRV\VWHPV
&ODVVLILFDWLRQ
6FLHQWLILF�QDPHV
+HUHGLW\
(FRORJLFDO�LQWHUDFWLRQV
&HOOV
3ODQWV
$QLPDOV
3ODQW�UHSURGXFWLRQ

&KHPLVWU\
6ROXWLRQV
3K\VLFDO�DQG�FKHPLFDO�FKDQJH
$WRPV�DQG�PROHFXOHV
&KHPLFDO�UHDFWLRQV(DUWK�6FLHQFH

:HDWKHU�DQG�FOLPDWH
5RFNV�DQG�PLQHUDOV
$VWURQRP\
)RVVLOV
(DUWK�HYHQWV
3ODWH�WHFWRQLFV

3K\VLFV
0DWHULDOV
0DJQHWV
9HORFLW\�DQG�IRUFHV
)RUFH�DQG�PRWLRQ
3DUWLFOH�PRWLRQ�DQG�HQHUJ\
+HDW�DQG�WKHUPDO�HQHUJ\
6WDWHV�RI�PDWWHU
.LQHWLF�DQG�SRWHQWLDO�HQHUJ\
0L[WXUH

(QJLQHHULQJ
'HVLJQLQJ�H[SHULPHQWV
(QJLQHHULQJ�SUDFWLFHV

8QLWV�DQG�0HDVXUHPHQW
:HDWKHU�DQG�FOLPDWH

&DSLWDOL]DWLRQ
)RUPDWWLQJ

)LJXUDWLYH�/DQJXDJH
/LWHUDU\�GHYLFHV

*UDPPDU
6HQWHQFHV�DQG�IUDJPHQWV
3KUDVHV�DQG�FODXVHV

3KRQRORJ\
5K\PLQJ

3XQFWXDWLRQ
)UDJPHQWV

5HIHUHQFH
5HVHDUFK�VNLOOV

9HUEV
9HUE�WHQVH

9RFDEXODU\
&DWHJRULHV
6KDGHV�RI�PHDQLQJ
&RPSUHKHQVLRQ�VWUDWHJLHV
&RQWH[W�FOXHV

:ULWLQJ�6WUDWHJLHV
6XSSRUWLQJ�DUJXPHQWV
6HQWHQFHV��IUDJPHQWV��DQG�UXQ�RQV
:RUG�XVDJH�DQG�QXDQFH
&UHDWLYH�WHFKQLTXHV
$XGLHQFH��SXUSRVH��DQG�WRQH
3URQRXQV�DQG�DQWHFHGHQWV
3HUVXDVLYH�VWUDWHJLHV
(GLWLQJ�DQG�UHYLVLQJ
9LVXDO�HOHPHQWV
2SLQLRQ�ZULWLQJ

&LYLFV
6RFLDO�VNLOOV
*RYHUQPHQW
7KH�&RQVWLWXWLRQ

(FRQRPLFV
%DVLF�HFRQRPLF�SULQFLSOHV
6XSSO\�DQG�GHPDQG
%DQNLQJ�DQG�ILQDQFH

*HRJUDSK\
6WDWH�FDSLWDOV
*HRJUDSK\
0DSV
2FHDQLD��JHRJUDSK\
3K\VLFDO�*HRJUDSK\
7KH�$PHULFDV��JHRJUDSK\
2FHDQV�DQG�FRQWLQHQWV
&LWLHV
6WDWHV

+LVWRU\
&RORQLDO�$PHULFD
(QJOLVK�FRORQLHV�LQ�1RUWK�$PHULFD
7KH�$PHULFDQ�5HYROXWLRQ
:RUOG�+LVWRU\
*UHHFH
$QFLHQW�0HVRSRWDPLD
:RUOG�UHOLJLRQV
$PHULFDQ�KLVWRU\
0HGLHYDO�$VLD

*OREDO�6WXGLHV
6RFLHW\�DQG�HQYLURQPHQW

Figure 4: Domain diversity in SCIENCEQA. Each color corresponds to one subject: natural science,
social science, and language science. For visual clarity, only the most frequent classes are shown.

contexts. 66.11% of the questions have at least one type of context information. The image context
is in the format of diagrams or natural images, which visualize the critical scenario necessary for
question answering or simply illustrate the question for better understanding. Similarly, the textual
context can provide either semantically rich information or a simple hint to the question. Therefore,
models need to be flexible and general to understand these diverse types of contexts.

Domain diversity. Each SCIENCEQA question belongs to one of the three subjects: natural science,
social science, and language science. With each subject, questions are categorized first by the topic
(Biology, Physics, Chemistry, etc.), then by the category (Plants, Cells, Animals, etc.), and finally
by the specific skill (Classify fruits and vegetables as plant parts, Identify countries of Africa, etc.).
SCIENCEQA has a total of 26 topics, 127 categories, and 379 skills. The treemap in Figure 4
visualizes the different subjects, topics, and categories and shows that SCIENCEQA questions are
very diverse, spanning a wide range of domains.

3.2 Comparisons with Existing Datasets

Table 2 shows a comparison of SCIENCEQA and other science problem datasets. As shown in the
table, SCIENCEQA is much larger than most other datasets. SCIENCEQA also has the largest set of
images, spans across all 12 grades, contains the longest questions, and has the most diverse input
sources. As opposed to limiting the subject to only natural science, SCIENCEQA also includes social
science and language science, largely adding to the domain diversity of the dataset. Furthermore,
most of the questions in SCIENCEQA are annotated with textual lectures (83.9%) and explanations
(90.5%), which reveal the reasoning path to the correct answer. To the best of our knowledge,
SCIENCEQA is the first large-scale multimodal science question dataset that annotates the answers
with detailed lectures and explanations.

#Q #I AvgQ MaxQ Grades Science subjects Contexts Images Lecture Explanation

Geometry3K [30] 3,002 2,342 10.1 46 6-12 natural (geometry) image diagram 8 8
AI2D [16] 4,563 4,903 9.8 64 1-6 natural image diagram 8 8
FOODWEBS [23] ⇡5,000 ⇡5,00 - - 8 natural (foodweb only) image diagram 8 8
ARC [5] 7,787 0 20.4 128 3-9 natural 8 8 8 8
TQA [17] 26,260 3,455 9.2 57 6-8 natural image, text diagram 4 8
IconQA [34] 107,439 96,817 8.4 73 PreK-3 math visual diagram 8 8

WorldTree [12] 1,680 0 - - 3-5 natural 8 8 8 4
OpenBookQA [36] 5,957 0 10.6 68 1-6 natural 8 8 8 4
QASC [19] 9,980 0 8.0 25 1-9 natural 8 8 8 4
SCIENCEQA (ours) 21,208 10,332 12.1 141 1-12 natural, social, language image, text natural, diagram 4 4

Table 2: Statistics for SCIENCEQA and comparisons with existing datasets. #Q: number of questions,
#I: number of images, AvgQ: average question length; MaxQ: maximum question length.
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Question: question : Iquesi

Options: (A) option : Iopti1 (B) option : Iopti2 (C) option : Iopti3
Context: context : Icont

i
Answer: The answer is answer : Iai . BECAUSE: lecture : Ilecti explanation : Iexpi

Question: question : Iquest
Options: (A) option : Ioptt1 (B) option : Ioptt2 (C) option : Ioptt3 (D) option : Ioptt4
Context: context : Icont

t
Answer:

Figure 5: Prompt instruction encoding for the test example t in GPT-3 (CoT). The prompt above
consists of the instruction {Ii}1 for the 1-shot training example and It for the test example.

decoder model GPT-3 to generate the answer a followed by the lecture lect and explanation exp:
M : {Ii}n, It ! a, lect, exp.

5 Experiments

5.1 Experimental Setup

Evaluation metrics. The heuristics and VQA baselines treat our SCIENCEQA task as a multi-class
classification problem with multiple options and are evaluated with the accuracy metrics. UnifiedQA
and GPT-3 treat SCIENCEQA as a text generation problem. So the most similar option is selected
as the final prediction to evaluate the question answering accuracy. The generated lectures and
explanations are evaluated by automatic metrics [43, 27, 48] and human scores by annotators.

Implementation details. The VQA baselines are trained for a maximum number of 50 epochs with a
learning rate of 5e�5. We fine-tune the UnifiedQA for 50k iterations and evaluate every 1k iteration.
The training process is stopped following the early stopping strategy with a patience period of three
evaluations. For GPT-3, we use the text-davinci-002 engine, which is the most capable model
version suggested in the official documentation. More details can be found in Appendix B.1.

5.2 Results for Question Answering

Table 3 demonstrates the empirical results for Science Question Answering.

VQA baselines. We feed the VQA baseline models with the input of QCM format to predict answers
A. Out of all the VQA models we benchmarked, VisualBERT [25, 26] performs the best on average
(61.87%). Interestingly, Patch-TRM [34] beats VisualBERT in natural science (NAT) and language
science (LAN), and it also performs better in higher-grade questions (67.50% v.s. 59.92%). However,
in the subject of social science (SOC), VisualBERT outperforms Patch-TRM by a large margin
(+22.39%). Such drastic changes in performance might imply that current VQA models are not
generalized to process the challenging questions in SCIENCEQA.

Language models. We evaluate whether large-scale pretraining on text can help language models
learn scientific knowledge and thus perform better on the SCIENCEQA task. For this purpose, we
have tried two of the state-of-the-art pre-trained language models: UnifiedQA and GPT-3.

(i) UnifiedQA. The results show that without any supervised fine-tuning (zero-shot), UnifiedQA
cannot beat any VQA baseline model, while the pretraining does help the model obtain some
scientific knowledge to outperform the random baseline. When fine-tuned with the answer labels in
SCIENCEQA, UnifiedQABASE reports an accuracy of 70.12% on average. By further teaching the
model to generate the answer along with lecture and explanation, the developed language model with
chain-of-thought (UnifiedQABASE (CoT)) brings additional improvements of +3.21% (QCM!AE)
and +3.99% (QCM!ALE). These results show that generating the chain of thought along with the
answer benefits the reasoning ability of language models.

(ii) GPT-3. The positive effect of pretraining is also proved by the surprisingly good results from
GPT-3 in the same zero-shot setting as UnifiedQA. Without any fine-tuning, GPT-3 already reaches
almost the best performance we can get. Interestingly, prompting the GPT-3 with two training
examples with only answers results in a negligible difference. However, if we prompt GPT-3 with
chain-of-thought prompting (QCM!ALE), we obtain the state-of-the-art result so far (75.17%).
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Model Learning Format NAT SOC LAN TXT IMG NO G1-6 G7-12 Avg

Random chance - M!A 40.28 46.13 29.25 47.45 40.08 33.66 39.35 40.67 39.83

Q only [1] train set Q!A 41.34 27.22 47.00 41.79 35.15 44.60 39.28 40.87 39.85
CI only [1] train set CI!A 41.34 29.25 45.45 42.33 36.09 42.93 39.21 41.07 39.87

Q+M only [1] train set QM!A 52.66 51.86 60.18 55.57 50.37 57.42 52.53 57.88 54.44
Q+CT +M only [1] train set QCT M!A 57.28 49.04 61.36 60.46 52.80 58.82 54.44 60.51 56.61
Q+CI+M only [1] train set QCIM!A 58.97 53.77 60.45 62.85 54.49 57.63 56.72 61.04 58.26

MCAN [54] train set QCM!A 56.08 46.23 58.09 59.43 51.17 55.40 51.65 59.72 54.54
Top-Down [1] train set QCM!A 59.50 54.33 61.82 62.90 54.88 59.79 57.27 62.16 59.02

BAN [20] train set QCM!A 60.88 46.57 66.64 62.61 52.60 65.51 56.83 63.94 59.37
DFAF [8] train set QCM!A 64.03 48.82 63.55 65.88 54.49 64.11 57.12 67.17 60.72
ViLT [21] train set QCM!A 60.48 63.89 60.27 63.20 61.38 57.00 60.72 61.90 61.14

Patch-TRM [34] train set QCM!A 65.19 46.79 65.55 66.96 55.28 64.95 58.04 67.50 61.42
VisualBERT [25, 26] train set QCM!A 59.33 69.18 61.18 62.71 62.17 58.54 62.96 59.92 61.87

UnifiedQASMALL [47] zero-shot QCM!A 47.78 40.49 46.00 50.24 44.12 44.39 45.56 46.21 45.79
UnifiedQABASE [47] zero-shot QCM!A 50.13 44.54 48.18 53.08 48.09 46.69 47.58 50.03 48.46

UnifiedQASMALL [47] train set QCM!A 53.77 58.04 61.09 52.10 51.51 61.46 58.22 53.59 56.57
UnifiedQABASE [47] train set QCM!A 68.16 69.18 74.91 63.78 61.38 77.84 72.98 65.00 70.12

UnifiedQABASE (CoT) train set QCM!AE 70.60 74.02 78.36 65.69 64.80 81.53 75.48 69.48 73.333.21"
UnifiedQABASE (CoT) train set QCM!ALE 71.00 76.04 78.91 66.42 66.53 81.81 77.06 68.82 74.113.99"

GPT-3 [4] zero-shot QCM!A 75.04 66.59 78.00 74.24 65.74 79.58 76.36 69.87 74.04
GPT-3 [4] 2-shot QCM!A 74.64 69.74 76.00 74.44 67.28 77.42 76.80 68.89 73.97

GPT-3 (CoT) 2-shot QCM!AE 76.60 65.92 77.55 75.51 66.09 79.58 78.49 67.63 74.610.64"
GPT-3 (CoT) 2-shot QCM!ALE 75.44 70.87 78.09 74.68 67.43 79.93 78.23 69.68 75.171.20"

Human - QCM!A 90.23 84.97 87.48 89.60 87.50 88.10 91.59 82.42 88.40

Table 3: Evaluation of baselines over different classes in accuracy (%). Model names: Q = question,
M = multiple options, C = context, CT = text context, CI = image context, CoT = chain of thought.
Format names: A = answer, AE = answer with explanation, ALE = answer with lecture and expla-
nation. Question classes: NAT = natural science, SOC = social science, LAN = language science,
TXT = text context, IMG = image context, NO = no context, G1-6 = grades 1-6, G7-12 = grades 7-12.
Segments 1: Random chance; Segment 2: Ablation studies on top of Top-Down; Segment 3: VQA
baselines; Segment 4: UnifiedQA baselines and UnifiedQA with CoT; Segment 5: GPT-3 baselines
and GPT-3 with CoT; Segment 6: Average human performance.

Figure 6: One example of the predicted answer along with the chain of thought from GPT-3 (CoT).

Human performance. Humans outperform all benchmarks consistently across question classes,
context types, and grades, e.g., a 20.07% gap for questions with the image context (IMG) between
humans and our best performing model. The gap is to be filled by future research on multimodal
reasoning for scientific question answering.

5.3 Results for Generated Explanations

One prediction example of GPT-3 (CoT) is visualized in Figure 6. We can see that GPT-3 (CoT)
predicts the correct answer and generates a reasonable lecture and explanation to mimic the human
thought process. We further report automatic metrics (BLEU-1/4 [43], ROUGE-L [43], and (sentence)
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Similarity [48] to evaluate the generated lectures and explanations, as shown in Table 4. The Similarity
metric computes the cosine-similarity of semantic embeddings between two sentences based on
the Sentence-BERT network [48]. The results show that UnifiedQABASE (CoT) generates the most
similar explanations to the given ones. However, it’s commonly agreed that automatic evaluation
of generated texts only provides a partial view and has to be complemented by a human study. By
asking annotators to rate the relevance, correctness, and completeness of generated explanations, we
find that the explanations generated by GPT-3 (CoT) conform best to human judgment.

Model Format BLEU-1 BLEU-4 ROUGE-L Similarity Relevant Correct Complete Gold
UnifiedQABASE (CoT) QCM!ALE 0.397 0.370 0.714 0.811 80.4% 76.6% 76.1% 56.9%
GPT-3 (CoT) QCM!AE 0.234 0.048 0.351 0.561 76.9% 73.0% 70.5% 52.5%
GPT-3 (CoT) QCM!ALE 0.192 0.052 0.323 0.595 88.5% 78.8% 84.5% 65.2%

Table 4: Automatic metrics (BLEU-1/4, ROUGE-L, Similarity) and human evaluation of generated
explanations. Note that a gold explanation refers to one that is relevant, correct, and complete.

5.4 Analysis

Blind studies. Blind studies are conducted on top of the modification of the full model, Top-Down [1].
The results achieved in blind studies of Q only and CI only are close to random chance, showing that
the SCIENCEQA dataset is robust and reliable in distribution. The performance drops in Q+M only,
Q+CT +M only, and Q+CI+M only indicate that all input components provide critical information for
answering SCIENCEQA questions.

Prompt types. We study the effect of prompt types and visualize the comparison in Figure 7 (a). It
shows that prompting the GPT-3 model with both lectures and explanations (QCM!ALE) results
in the highest accuracy on average and the smallest variance. In contrast, prompting with only
explanations (QCM!AE) gives the largest variance, resulting in a less stable model.

(a) Acc. v.s. different prompts with 4-shot examples. (b) Acc. v.s. different # of training examples.

Figure 7: Accuracy of GPT-3 (CoT) cross different prompt types (a) and # of training examples (b).

Number of in-context examples. In Figure 7 (b), we further investigate how different numbers of
training examples encoded in prompts can affect the prediction accuracy. The QCM!ALE prompt
type outperforms or performs comparably the QCM!A type with all numbers of examples. And we
observe the peak performance of QCM!ALE with 2 training examples being prompted. After that,
the accuracy goes down as more training examples are added to the model.

Prompt type Sampling Acc. (%)
QCM!ALE Dynamic (same topic) 75.15
QCM!ALE Dynamic (same category) 74.58
QCM!ALE Dynamic (same skill) 75.10

Table 5: Dynamic sampling for GPT-3 (CoT).

Dynamic sampling. In Table 5, instead of ran-
dom sampling, we try to dynamically select the
in-context examples to prompt with the same
class as the test sample. However, slight differ-
ences in prediction accuracy are observed when
comparing them to simple random sampling.

Upper bound. We search the upper bound of the GPT-3 accuracy by feeding the gold lecture and
explanation in the test prompt. As reported in Table 6, QCME*!A outperforms the QCM!ALE
baseline by 18.86% and QCMLE*!A outperforms QCM!ALE by 18.96%, indicating a potential
improvement direction by generating correct explanations before answering science questions.
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Prompt type Sampling Acc. (%)
QCML*!A Random 73.59
QCML*!AE Random 74.32
QCME*!A Random 94.0318.86"
QCMLE*!A Random 94.1318.96"
QCM!ALE Random 75.17

Table 6: Upper bound of GPT-3 (CoT).

Prompt type Sampling Acc. (%)
QCM!LA Random 60.6
QCM!EA Random 56.0
QCM!LEA Random 55.4
QCM!ELA Random 51.5
QCM!ALE Random 73.6

Table 7: Different positions of L/E for GPT-3 (CoT).

Positions of lectures and explanations. We study the performance of GPT-3 (CoT) in terms of
different positions of lectures and explanations on 1,000 test examples. The results are shown in
Table 7. There could be huge accuracy decreases if GPT-3 (CoT) predicts lectures and explanations
before answers. It is mainly because if GPT-3 (CoT) is formalized to generate the long lecture and
explanation first, there is a greater chance that it will stop generating the prediction early or use up
the maximum token limits before obtaining the required answer.

Figure 8: UnifiedQA (CoT) learns ef-
ficiently with fewer training examples.

CoT learns with fewer data. To study if the chain of
thought helps language models learn more efficiently, we
report the accuracies of UnifiedQA and UnifiedQA (CoT)
fine-tuned on different sizes of the training set in Figure 8.
UnifiedQA (CoT) benefits language models by learning the
coherent reasoning path when answering questions, resulting
in similar accuracy with fewer training examples.

Error analysis. GPT-3 via chain-of-chain prompting ob-
tains promising results but still fails to answer a wide range
of challenging questions in SCIENCEQA. See examples of
failure cases in Appendix B.4. The failure cases can be clas-
sified into two types: (a) the model fails to understand the
multimodal inputs and lacks domain-specific knowledge to arrive at the correct answer; (b) the model
generates the wrong chain of thought with irrelevant, incorrect, or incomplete information.

6 Discussion and Conclusion
In this paper, we propose SCIENCEQA, a dataset that features 21,208 multi-option questions with
multimodal contexts from the science curriculum. To the best of our knowledge, SCIENCEQA is the
first large-scale multimodal science dataset where most questions are annotated with corresponding
lectures and explanations. We establish various baselines, including recent VQA models and large
language models on SCIENCEQA. We further study if language models can generate reasonable
explanations and then benefit the reasoning ability. Experiments show that UnifiedQA with the chain
of thought can achieve an improvement of 3.99% and few-shot GPT-3 via chain-of-thought (CoT)
prompting can obtain a satisfactory accuracy of 75.17% on SCIENCEQA. 65.2% of the generated
explanations from GPT-3 (CoT) meet the gold standard by human evaluations.
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Similarity [48] to evaluate the generated lectures and explanations, as shown in Table 4. The Similarity
metric computes the cosine-similarity of semantic embeddings between two sentences based on
the Sentence-BERT network [48]. The results show that UnifiedQABASE (CoT) generates the most
similar explanations to the given ones. However, it’s commonly agreed that automatic evaluation
of generated texts only provides a partial view and has to be complemented by a human study. By
asking annotators to rate the relevance, correctness, and completeness of generated explanations, we
find that the explanations generated by GPT-3 (CoT) conform best to human judgment.

Model Format BLEU-1 BLEU-4 ROUGE-L Similarity Relevant Correct Complete Gold
UnifiedQABASE (CoT) QCM!ALE 0.397 0.370 0.714 0.811 80.4% 76.6% 76.1% 56.9%
GPT-3 (CoT) QCM!AE 0.234 0.048 0.351 0.561 76.9% 73.0% 70.5% 52.5%
GPT-3 (CoT) QCM!ALE 0.192 0.052 0.323 0.595 88.5% 78.8% 84.5% 65.2%

Table 4: Automatic metrics (BLEU-1/4, ROUGE-L, Similarity) and human evaluation of generated
explanations. Note that a gold explanation refers to one that is relevant, correct, and complete.

5.4 Analysis

Blind studies. Blind studies are conducted on top of the modification of the full model, Top-Down [1].
The results achieved in blind studies of Q only and CI only are close to random chance, showing that
the SCIENCEQA dataset is robust and reliable in distribution. The performance drops in Q+M only,
Q+CT +M only, and Q+CI+M only indicate that all input components provide critical information for
answering SCIENCEQA questions.

Prompt types. We study the effect of prompt types and visualize the comparison in Figure 7 (a). It
shows that prompting the GPT-3 model with both lectures and explanations (QCM!ALE) results
in the highest accuracy on average and the smallest variance. In contrast, prompting with only
explanations (QCM!AE) gives the largest variance, resulting in a less stable model.

(a) Acc. v.s. different prompts with 4-shot examples. (b) Acc. v.s. different # of training examples.

Figure 7: Accuracy of GPT-3 (CoT) cross different prompt types (a) and # of training examples (b).

Number of in-context examples. In Figure 7 (b), we further investigate how different numbers of
training examples encoded in prompts can affect the prediction accuracy. The QCM!ALE prompt
type outperforms or performs comparably the QCM!A type with all numbers of examples. And we
observe the peak performance of QCM!ALE with 2 training examples being prompted. After that,
the accuracy goes down as more training examples are added to the model.

Prompt type Sampling Acc. (%)
QCM!ALE Dynamic (same topic) 75.15
QCM!ALE Dynamic (same category) 74.58
QCM!ALE Dynamic (same skill) 75.10

Table 5: Dynamic sampling for GPT-3 (CoT).

Dynamic sampling. In Table 5, instead of ran-
dom sampling, we try to dynamically select the
in-context examples to prompt with the same
class as the test sample. However, slight differ-
ences in prediction accuracy are observed when
comparing them to simple random sampling.

Upper bound. We search the upper bound of the GPT-3 accuracy by feeding the gold lecture and
explanation in the test prompt. As reported in Table 6, QCME*!A outperforms the QCM!ALE
baseline by 18.86% and QCMLE*!A outperforms QCM!ALE by 18.96%, indicating a potential
improvement direction by generating correct explanations before answering science questions.
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• We propose Science Question Answering (ScienceQA), a new dataset that contains 21,208 MC questions with multimodal contexts 
from the science curriculum. ScienceQA is the first large-scale multimodal science dataset that annotates lectures and explanations

• We show that Chain of Thought (CoT) benefits large language models in both few-shot and fine-tuning settings by improving model 
performance and reliability via generating explanations

Comparisons with existing VQA and Science datasets

Main statistics Question distribution

3
subjects

26
topics

127
categories

379
skills

Nature Science

Social Science

Language Science

Project Page
https://scienceqa.github.io

• ScienceQA is collected from elementary and high school science curricula and contains 21,208 examples
• 48.7% have an image context, 48.2% have a text context, and 30.8% have both
• 83.9% are annotated with a lecture, and 91.3% with an explanation

• ScienceQA is much larger than most existing datasets and different from in various aspects

Baselines and GPT-3 (CoT)

Results on ScienceQA

Evaluations of generated explanations
• Fine-tuning models (UnifiedQA) generate 

similar explanations to training data
• The explanations generated by GPT-3 

(CoT) conform best to human judgment

• Current VQA models are not well 
generalized to ScienceQA

• The fine-tuned UnifiedQA model can 
benefit from CoT

• GPT-3 shows its power in both zero-
shot and few-shot settings

• 2-shot GPT-3 (CoT) achieves a SOTA 
accuracy of 75.17%

• Humans perform much better

• Blind studies show that all input 
components provide critical 
information for question answering

We establish various baselines on ScienceQA
• Heuristic baselines: random chance and human performance
• Fine-tuning VQA models
• Pre-trained and fine-tuning UnifiedQA
• Zero-shot and few-shot GPT-3

To mimic the multi-hop reasoning process, we further build 
GPT-3 via chain-of-thought (CoT) prompting to generate the 
answer followed by the lecture and explanation

Question: Is the following trait inherited or
acquired?
Marshall has five fingers on each hand.
Context: Hint: Marshall was born with five 
fingers on each hand.
Options: (A) acquired (B) inherited
Answer: The answer is B. BECAUSE:
Marshall was born with five fingers on each 
hand. This trait was inherited from Marshall's 
parents.

Successful example from GPT-3 CoT

Failure cases from GPT-3 CoT

• Fail to understand multimodal inputs and lack domain knowledge to predict correct answers
• Generate the wrong chain of thought with irrelevant, incorrect, or incomplete information

Different prompt types

Dynamic sampling

• Select the in-context examples to prompt with the same 
class as the test sample instead of random sampling

• This kind of dynamic sampling does not work

Ground truth LE in the input performs pretty well LE after A leads to the performance drop

QCM-ALE performs the best 2-shot examples perform the best

UnifiedQA (CoT) learns efficiently with fewer training data

https://scienceqa.github.io


