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Introduction Model Architecture Impact of Vetted Labels on Weakly Supervised
e Weakly supervised object detection has primarily been applied to smaller-scale, S Object Detection:

paid-for crowdsourced vision-language datasets like COCO and Flickr30K. i’ =) =

: : . : : . . oyt =i g vy - 3 — / _ : \ Method (Train Data | VOC Det. | VOC Rec. | COCO

e Larger V0L-datasets contain a significant number of objects mentioned In captions 2 ga wolle Z B2 1. Use pretrained object Size in Thousands) | mAP(A) | mP (A) 0.5:0.95

that are not present in the corresponding image. o= m§ —12 & [E3 detection models (VinVL C4 mAP

Weintrod the task of vetti label stracted f ti c I3 2.8 - ®3 2 and YOLOV5) to get image- No Vetting (19) 16.0 (-45%) | 58.0 (-15%) | 1.9
e Weintroduce the task of vetting labels extracted from captions. | > |3 8 " 2 §§ § . level object predictions GT*(17) 82(72%) | T18(13%) | 12
e VEIL is introduced to vet each extracted label from a caption and is trained by § ] g | . 517 & 2. Use these predictions to tﬁfﬁéﬁfﬁé?% ?isy :?'{;E}frﬂ gi};{f} 11

bootstrapping visual presence info from pretrained object detectors. SR i create visual presence VEILgt-R.CC (18) | 268 (-8%) | 612(-11%) | 2.9
e We compare our method to eleven baselines / pseudo-labels for each VEIL-SBUCaps (16) 29.1 (-) 68.3 (-) -1

- - . . Figure 3. VEIL model architecture. A pretrained tokenizer extracted label .
e VEIL improves weakly-supervised detection by 80% compared to no vetting thg?ne u3t S, in?t(ci)etoi?nst\z;tiliheis a‘;sz;at‘o ;g;‘r’l;mmzr%?::; \\3 Split into train-test (8:2) / Tabe 3. Impact ofvting on WSOD performance on VOC-07and
=2 - atasets. ere 1S a significant difference 1n detection -
(16.0 to 29.1 mAP) and surpasses Large Loss Matters by +11 mAP and CLIP putcap P o

language model. Fina]]y, the vetting and masking layer OIlly pfﬁdiCt and recognition on VOC-07 illustrated by A, relative performance

: : hange w.r.t. VEIL-SBUCaps on the same column. This highlights Figure 4. Part and contextual bias found in dc‘lcctiol?s from L.LM
filtering by +18 mAP on PASCAL VOC. : . chang : o %] WSOD model (red boxes) compared to full object localized
g By visual presence of tokens corresponding to a label. that VEIL variants filter out labels harmful to localization. (GT*)  yt nieh confidence by WSOD model rained on cita veted by
directly vets labels using the pretrained object detectors which were VEIL-SBUCaps (blue boxes). The categories shown are (clock-
used to train VEIL. wise from top-left): car, car, cat, car, boat, bus, bus, car.
L a.b el N O I S e EXt r aC t ed L ab e' Vett I n g No Vetting Large Loss VEIL-R,CC VEIL-SBUCaps
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v v .
tive Artifact (general): elated Noun Phrase: Narrative Artifact (non-literal): S ' Not f -liter. i 2 L2 .
::rr:\aetimes t:\ert(e'sad;g ‘Lte:t t:eNovenP:'\itts out for Just mad: tri:is ( ) Hymng};:‘nymlofoéa:ﬁgf\ il Negation o k \ s Iy
u;d:rthetru;k& I'mO: ;rr;icnutes (Source: nappy/diaper cake for Not important ‘ \ Prepositional Des‘::t""g Narmifve Aitifact Cxeocylimedt: " Hilitad Tioun Fhiases I ———
:‘ iren aLrl'r;t ;c:n ;:, no':::;arptoo. edCaps) ::‘vdf::rr\:esd b:;:;is:r::su[fir] to mention Related Unrelated Simile Metaphor Phrase took this on'a boat the [...] put a few drops of didh 4 Wi trim for tha first
(Source: SBUCaps) (Source: RedCaps) A ; S other day. orange oil on it for good time and it was a piece of
, _ , ; , Figure 2. Label noise taxonomy outlining common reasons for smells [..] cake
Figure 1. A naive label extraction process, e.g. substring matching : : ; ; ;
between class names and caption, can lead to visually absent labels. visual absence in extracted labels from in-the-wild captions. Emagi:ﬁ:‘b;::fmm e torange) teabe}
No Vetting (Same as {boat} {orange} {cake}
Above)
. Reject Noun Modifier {boat} {} {cake}
LocalCLIP-E {boat} {orange} {}
B a.S el I n eS VEIL-SBUCapsCC {} {} {}
No Vetting. Accept all extracted labels (perfect recall). VEIL:exlCops 0 0 0
. . . . . . “ Figure 6. Qualitative examples of extracted labels after vetting on RedCaps-Test. These are all label noise types defined in label noise
Global CLIP. Calculate the cosine S|m||ar|ty between iImage and text with the prompt “A photo i iont; 20kl VEIE isbed ol ablo i cwihoonsb thess ihise amiondy Skt nulsé types r
depicts" prepended. We use a GMM for predictions to handle cosine similarity distribution
differences between datasets. Method SBUCap{ RedCaps| CC VIST | VIST- | VIST- | COCO | AVG
CLIP-E. We curate multiple prompts, prepend them to the caption, and use the score from the DII SIS
hiahest-scorin rompt No Vetting (0.633 0.747 0.849 0.853 0.876 (0.820 0.973 0.822
9 9p p_' _ _ L Image Global CLIP [27] 0.604 0.583 0.569 0.668 0.625 0.683 0.662 0.628
Local CLIP follows a similar Process as GlobalCLIP but computes cosine Slmllarlty between + Lang. Global CLIP - E [27] 0.594 0.569 0.534 0.654 0.613 0.660 0.640 0.609
the image and the prompt “this is a photo of a" followed by the extracted label. Extracted labels Local CLIP [27] 0.347 | 0.651 0363 | 0427 | 0476 | 0418 | 0464 | 0.449
Reject Large Loss. Large Loss Matters is language-agnostic adaptive noise rejection and Nl s 007070 L 03] D782 (ore LA O8h |97
€ject Larg - Large. _ 3 guage-agno P ject Accept Descriptive 0491 | 0413 | 0740 | 0.687 | 0844 | 0264 | 0935 | 0.625
correction method. To test its vetting ability, we simulate five epochs of WSOD training and Accept Narrative 0470 | 0.645 | 0383 | 0487 | 0.154 | 0.757 | 0.143 | 0.434
consider label targets with a loss exceeding the large loss threshold as “predicted to be visually Reject Noun Mod. (Adj) | 0.618 | 0.703 | 0814 | 0.823 | 0.847 | 0.788 | 0.906 | 0.786
absent" after the first epoch Lang. Reject Noun Mod. (Any) | 0.616 0.689 0.812 0.821 0.842 0.782 0.900 0.780 ' . |
_ _ p o . o . . CapZDet [44] 0.639 0.758 0.846 0.826 0.854 0.774 0.964 0.809 F~iillrejége;ifti9115 (bh:lf Z()lun;iintg ng?ltl'ozilltW?OD mo;i?ll:: truim\z/c(i)\glt(;;\['ur]iousdvelmng mtethods (l:)p r(«i)w) itnditcatlebt.hal.lrz;“ining L\‘vith
ciner erimng metnod Ieads o simuar detection capaoility on > o], and SNOW a strong part and contextual dias 1n L.arge L.OSS
Cfsc_l?pt [?['escrl ptl Ve1{ Nar:;l’?tl\[/)e” zg/e tra'lr::'a l)oglsg(isr e(gressil'on )m O(Ijtel © predICt Whether . Egit-gjmﬁ g&ltﬂﬁet g'g?g gggg g'ggg _33; é g'ggi gg;g gggg ggg; and No Vetting. The categories shown by row (from top to bottom) are: car, car, boat, bicycle, bird, chair.
caption comes from tnhe escriptuve) or narrative) Split. -Cross Dataset : e : . . . : V.042

Reject NO.U.I’] Mod. (AdJ/Any) We reject Iabgls that are noun_ mOdIer_rS ( car pa_rk ) The first Table 2. Extracted Label Vetting F1 Performance. Visual presence ground truth is estimated by an object detection ensemble, X152-C4 _

noun modifier rule rejects an extracted label if the POS label is an adjective or is followed by a [49] and YOLOVS5-XL [17], on all datasets except for COCO, where we use existing annotations. Bold indicates the best performance in See references in paper.
noun. The second rule rejects If the extracted label Is not a noun. each column, and underlined denotes the second-best performance.

Cap2Det. Wereject a label if it is not predicted by the Cap2Det classifier.
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