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Introduction
● Weakly supervised object detection has primarily been applied to smaller-scale, 

paid-for crowdsourced vision-language datasets like COCO and Flickr30K.

● Larger VL-datasets contain a significant number of objects mentioned in captions 

that are not present in the corresponding image.
● We introduce the task of vetting labels extracted from captions.

● VEIL is introduced to vet each extracted label from a caption and is trained by 
bootstrapping visual presence info from pretrained object detectors.

● We compare our method to eleven baselines. 

● VEIL improves weakly-supervised detection by 80% compared to no vetting  
(16.0 to 29.1 mAP) and surpasses Large Loss Matters by +11 mAP and CLIP 

filtering by +18 mAP on PASCAL VOC.

Label Noise

Baselines
No Vetting. Accept all extracted labels (perfect recall). 

Global CLIP. Calculate the cosine similarity between image and text with the prompt “A photo 

depicts" prepended. We use a GMM for predictions to handle cosine similarity distribution 

differences between datasets.

CLIP-E. We curate multiple prompts, prepend them to the caption, and use the score from the 

highest-scoring prompt. 

Local CLIP follows a similar process as GlobalCLIP but computes cosine similarity between 

the image and the prompt “this is a photo of a" followed by the extracted label. Extracted labels 

are filtered by Local CLIP, not entire captions.

Reject Large Loss. Large Loss Matters is language-agnostic adaptive noise rejection and 

correction method. To test its vetting ability, we simulate five epochs of WSOD training and 

consider label targets with a loss exceeding the large loss threshold as “predicted to be visually 

absent" after the first epoch.

Accept Descriptive / Narrative. We train a logistic regression model to predict whether a 

VIST caption comes from the DII (descriptive) or SIS (narrative) split.

Reject Noun Mod. (Adj/Any). We reject labels that are noun modifiers (“car park"). The first 

noun modifier rule rejects an extracted label if the POS label is an adjective or is followed by a 

noun. The second rule rejects if the extracted label is not a noun. 
Cap2Det. We reject a label if it is not predicted by the Cap2Det classifier.

Model Architecture

Extracted Label Vetting

Impact of Vetted Labels on Weakly Supervised 
Object Detection:

School Logo here

1. Use pretrained object 

detection models (VinVL C4 

and YOLOv5) to get image-

level object predictions

2. Use these predictions to 

create visual presence 

pseudo-labels for each 

extracted label

3. Split into train-test (8:2)

See references in paper.
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