
Generative Bias for Robust Visual Question Answering

https://github.com/chojw/genb

Introduction

➢ VQA is known to have bias issues where models rely on language priors

➢ Ensemble-based method use a biased model to debias a target “robust” model

➢ Previous ensemble-based methods primarily utilize two label statistics
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Method Experiments

Motivation:

➢ The bias experienced by an actual VQA model

Task: Visual Question Answering (VQA)

How many vehicles are in the photo?

Model 2

➢ Bias representations are limited by the static inputs of images or questions

➢ We replace image input with a generator model to capture the bias

The bias model captures

➢ the distribution bias through GT Loss

➢ the model bias through discriminator loss + distillation loss

Training the Bias model

Training the Target Model

➢ Gradient based debiasing loss for 

target model

➢ Raw unbounded output + clamping 

allows the loss to take into 

consideration the intensity of bias

Bias Model Ablation      

Comparison with state-of-the-art

VQA-CP2

Architecture Ablation

Loss Component Ablation

Qualitative Visualizations

Dataset label average statistics

Single-modal model’s average output statistics

The better we can capture the bias, the better we can debias 


