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Framework Performance
Ø Performance on Flickr30K

Ø Inference Speed on
MSCOCO 5K

Ø Performance on MSCOCO 5K

Contribution
Ø To our knowledge, we are the first to utilize a cross-attention mechanism to

encode the image embeddings as queries and region embeddings as keys and
values.

Ø The collaboration of the semantic image embeddings and region embeddings
(even from different semantic space) can boost the performance of Text-to-
Image retrieval task.

Ø The experiments also show that a well-defined semantic space is essential for
the Text-to-Image retrieval task and the query-agnostic search model is much
faster than query-dependent model

Method

Motivation
Ø Conventional Object Detection: lack information of the entire image and

cannot be applied out-of-the-domain.

“A woman wearing a white hat and
a black shirt paints a scene from
the Grand Canyon”

Ø “Grand Canyon” will miss based
on object detection methods.

Ø “A woman”, “white”, and “black”
will miss based on conventional
methos

The Pretrained-VLM will eliminate the first disadvantage, and the open-
vocabulary (Detic [1] ) will eliminate the second disadvantage.

Ø Good VLM is huge and hard to finetune. Transfer learning is a good choice. [2]

Good VLM require “perfect”
hardware and not friendly for
finetuning.

ü Transfer learning is a good
way to use the huge VLM.
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Ø Region Features Extraction Strategy

Ø The Cross-Attention Decoder Block


